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Abstract. In this paper, we will present an object-oriented approach for
abstraction of cloud resources. The abstraction will allow users to manipulate
virtual machines as objects and simplify the process of porting applications to
cloud computing.
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1 Introduction

In recent years, the term “Cloud Computing” has been mentioned many times in
scientific papers and research works. The Cloud services also have been extensively
used in every field of daily life. However, there are no definitions of Cloud
Computing seems to be widely accepted yet, although this question has already been
tried to address by several authors [1], [2] and [3]. Conceptually, Cloud Computing is
the conjunction of key features like high availability, flexibility, elasticity,
virtualization resources, pay-by-use, reduce total cost for both users and providers.
With Cloud technologies, the illusion of unlimited resource that is really interesting
for short-term testing and development, as well as for long-term flexible
infrastructures. More and more institutions, companies have started to build private or
public Cloud for the purpose of use or commerce.

Nowadays, there are several major enterprises like Amazon, Microsoft, Google,
ElasticHosts, etc. provide services base on Cloud technologies. Each vendor turns
towards one or more diverse type of Cloud. There is also open-source Cloud
middleware such as Eucalyptus [4] and OpenNebula [5] as well as proprietary
software from VMWare, Citrix, IBM, and so on. Unfortunately, the software are often
incompatible with each other that may increase cost of porting applications to Cloud
environment, restrict the ability to collaborate between users with other. Moreover, it
is difficult for customers to evaluate work performance while using the service of a
single provider. There are efforts to standardize cloud middleware, mostly notable by
Open Grid Forum with OCCI [6] (Open Cloud Computing Interface).

In this paper, we present an object-oriented approach for abstraction layer of cloud
computing. The abstraction layer could simplify the creation and use of virtual
machines in cloud, and also make interoperability between providers from the view of
users. The abstraction also enables opportunities for creating optimization
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Abstrakt. Vypoctové klastre sitasto z#aZzované nepravidelne a nérazovo,
preto je ziaduce dynamicky prispdsbbliykon klastragize paet pracujucich
vypaitovych uzlov, potla aktualnych poziadaviek pouzividde. Autor navrhol

a implementoval jednoduchy systém pozostavajlci z dvoch procesov volanych
pravidelne v wenomcdase. Proces zapinania vyuziva moZnosbudenia po

sieti (wake on LAN), ktord sa d& pouwhl BIOSe a je spidfany v pripade, ak
nejaké Ulohycakaju v nejakej fronte davkového spracovania uUloh (PBS).
Zapina potrebny pget uzlov ofiadom na vikos paralelnej udlohy (MPI,
OpenMP a pod.). Proces vypinania kattd vdné uzly, na ktorych nebezZia
ulohy z davkového spracovania afialSie procesy (aktualizovanie softvéru
administratorom a pod.) a tie vypne,dorn ponecha z nich eSte pracoespad

tolko, aby sa mohli rychlo vykotiazadané rezervéacie (v plangvaMAUI).

V zévere prispevku autor analyzuje cenu zaplatend za uSetrefagi pma
energie, a to ko’ rézie tohto systému, ktora predlzuje dobu vykonania
niektorych uUloh a tiez vplyv tohto systému na gridovy midlvér - na mozné
zniZenie atraktivity takto riadeného klastra pre gridové uUlohy zadavané cez
WMS (workload management system) a na reportovanie poskytnutej
vypoitovej kapacity, ktora sa nerovna potencialnej kapacite (commititizet,
ktora bola prisibena).

Kruagévé slova: vypactovy klaster, davkové spracovanie uloh PBS/torque,
zobudenie po sieti wake-on-LAN, dynamické riadenie spotreby a vykonu.

1 Motivacia

V sasnosti s&oraz viac uplatuje virtualne poitanie ,v oblakoch* (cloud), kde si
potrebnl vypétovl silu sam pouzivatezaklpi podla svojich aktualnych potrieb a
finanénych moznosti. Poskytovatelia vyftovych prostriedkov (cloud providers) sa

ich istotne snazia efektivne spravoweazapinéich poda trendu okamzitého dopytu.
Podobne by sa mala sprévaj akademickd organizécia pri prevadzkovani svojho
klasického vypotového klastra, ktory mdéze ale nemust lmapojeny v gride, kvoli
finanénej Uspore.

Vypodtové klastre sUcasto z#@aZované nepravidelne a narazoveén suvisi

s pracovnou dobou, sviatkami, dovolenkovymi obdobiami a podobne. Preto je vhodné
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Abstract. The Department of Speech Analysis and Synthesis of the Institute of In-
formatics of the Slovak Academy of Sciences has already built many types of Slovak
speech synthesizers — based on phoneme/subphoneme concatenation, LPC, RELP,
Diphone synthesis and Unit Selection approaches. In the effort to introduce emotional
load in the synthesized speech the authors decided to create a synthesizer of new
generation, based on Hidden Markov modeling (HMM) of spectral features, funda-
mental frequency contours and phoneme lengths. Using the same speech database, as
was used in the Unit Selection synthesizer Kempelen 2.0, a new HMM synthesizer for
Slovak language Kempelen 3.0 was developed. The paper presents its emotionally
neutral version, evaluates it and compares with the Unit Selection and Diphone syn-
thesizers. Emotional speech modeling using HMM synthesis should offer better re-
sults, as the model is capable of representing nuances of timbre changes and prosodic
details. Nevertheless the high naturalness of Unit Selection synthesized speech makes
this type of synthesizer a strong competitor. The answer to the question which of the
approaches is more suitable for the given task will be probably known only after the
emotional speech synthesis database is finished and used for building of emotional
synthesizers, which is the aim of the following phase of the project CRISIS. Iterative
training and testing the HMM models during the synthesizer optimization is highly
computationally demanding and memory consuming process, which could only be
accomplished by parallel computing techniques. These calculations were realized on
the computer cluster of the Institute of Informatics. The paper proposes data paralleli-
zation for fast automatic detection of bad speech transcription using the forced align-
ment technique, and for rapid testing of synthetic voices in terms of speech intelligi-
bility comparison.

1 “Expressive speech synthesis” activity in the CRISIS project

The European project Crisis is aimed at solving critical situations when the inhabi-
tants are endangered. The goal of the “Expressive speech synthesis” activity is to
perform basic research, applied research and development of a system which would
be capable of generating information system messages and dialogue system replicas
in natural speech with considerable content of paralinguistic and extra-linguistic in-
formation representing properties such as warning tone, urgency, but also soothing
and reassuring speech tone. The application result would be represented by a proto-
type of new speech synthesizer using large speech databases and modelling using
hidden Markov models.
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Abstract. A viseme is a representational unit used to classify speech sounds in
the visual domain. A "viseme" describes the particular facial and oral positions
and movements that occur alongside the voicing of phonemes. Design tool for
creating Slovak speech visemes is composed from 5 modules. Modul for
creating phonemes, modul for creating 3D slovak speech visemes, modul for
facial expression and modul for synchronization between phonemes and
visemes and last one modut to generate slovak speech triphones . Lot of system
are based on anglish visemes, but till now no exist slovak speech visemes.
Slovak speech have lot of difference speech-sounds and for that reason it is
needed to develop accomplished slovak speech visemes.

1 Introduction

For generating of new sentences, we use a triphonebased approach [6]. Triphones are
short pieces of motion sequence that span three phonemes, so each viseme is stored
with its context and therefore captures all of the coarticulation effect caused by the
direct neighbors. Our similarity measure is easily extended from visemes to triphones,
and we can thus find the best overlapping triphone sequences in our database that
match any new sentences that needs to be synthesized. Our work is based on dense
3D surface scans, which makes it more versatile than image-based techniques [6].
Related Work
Facial animation is facing three different challenges:

e producing corect and realistic face shapes in every single frame of the

animation

e creating a dynamically realistic face motion over time

e creating corect and realistic lip-speech animation
Lot of models [4,5,6,7] may be based on marker point positions , 3D scans or images.
This approach facing the problem of defining how the parameters of the model vary
over time. For speech synthesis, this involves the problem of coarticulation.
Consecutive new approach[8] define dominance functions of phonemes that control
the interaction between subsequent phonemes as applied to muscle-based systems [1].
Same systems are based on Hidden Markov Model [9] to learn the dynamics of
speech from audio, and transfer this information to a face model. Another approach
[10]uses regularization techniques to compute smooth curves for the model
parameters over time. In this model, coarticulation is due to the smoothness of the
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Abstract. Electron-Beam Lithography (EBL) is a technology of creating pat-
terns in a thin film of material (resist) by exposing the resist with the electron
beam and subsequently chemically removing the exposed (or non-exposed)
parts. In order to display the changes in the structure of resist, voxel-based vi-
sualization techniques can be used. This paper describes the problem area of e-
beam lithography and its visualization. Some tentative insights into the visuali-
zation techniques and data formats are presented.

1 Introduction

There are many applications in microtechnology where 3D structures are required.
Examples include MEMS, NEMS, optoelectronic devices, photonic band gap (PBG)
crystals, diffractive optical elements, blazed gratings, etc. It is known that the perfor-
mance characteristics of such structures are highly sensitive to their dimensional
fidelity. Therefore, it is essential to have a fabrication process by which such 3D
structures can be realized with high dimensional accuracy.

One of the tools of choice for writing micro- and nanostructures on a wide variety of
materials is the e-beam lithography. This is due to the fact that modern EBL machines
are capable of writing nanometer-sized structures on areas up to mm square. Today’s
requirements in microelectronic production for critical dimension in the range of 45
nm are connected with the improvement and optimization of the electron beam litho-
graphy. The resist thickness is 40—-150 nm in order to achieve a realistic aspect ratio.
There the resist-profile-relief simulation using computer models plays an increasingly
important role. Only correct selection of the exposure and development conditions
can ensure the necessary higher resolution and the desired resist profile and dimen-
sions. Therefore the details of the computer simulation and visualization should be
reconsidered.
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Abstract. Computational Fluid Dynamics (CFD) has become an important tool
in many branches of scientific research as well as in practical applications. One
of these application is a simulation of fire and smoke transfer in human
structures. Correct parallel implementation of CFD techniques requires solution
of nontrivial numerical problems. This paper describe the use of a parallel
version of FDS (Fire Dynamics Simulator) for smoke transfer simulation in a
short road tunnel. The impact of various computational domain decomposition
and different numbers of MPI processes on simulation precision is tested and
analysed.

Keywords: fire dynamics, FDS, numerical simulation, domain decomposition

1 Introduction

Computer simulations of complex phenomena plays a significant role in many
research areas filling in the gap between experimental and theoretical approach.
During the past few years, rapid advance in computing hardware and technologies
have allowed simulations of the most challenging and complex scientific problems.
One of such discipline is applying the Computer Fluid Dynamics (CFD) theory in
simulations of the fire dynamics and its related phemonena. One of the most
successful and widespread program system in this field is Fire Dynamics Simulator
(FDS) [1,2] developed at National Institute for Standard and Technology (NIST),
USA. In this paper, we describe the FDS simulation of smoke transfer in a short road
tunnel.

There are several articles in the literature dealing with similar computer
simulations of fire in a tunnel [3,4,5,6]. Most of them are focused on the course of
combustion and its parameters (temperature, pressure, smokiness, etc.). Our aim in
this work is to show some characteristic features of simulation outputs, which are the
results of different manners of FDS parallelization. This parallelization requires a
decomposition of computational domain into computational meshes, which affect the
simulation outputs. Although the parallel calculation of the FDS is already in use, its
verification with the respect of the impact of this decomposition is not yet satisfactory
completed. In [6], we analyzed some features of this problem, mainly, the dissipation
of behaviour pattern on computational mesh boundaries, temperature increase lag for
finely decomposed computational domains with many mesh boundaries and
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Abstract. This paper presents the usage of secure agent infrastructure and
individual agents for monitoring and management of specialized network
routers called multi-bearer routers. The paper introduces the secure agent
infrastructure, its architecture, security concept and possible use case. Then it
describes the integration of the agent platform and agents into the multi-bearer
router software stack and how are the agents used for monitoring the routers'
state and management of certain functionality.

1 Introduction

One of the challenges of the communication infrastructures for crisis management is
to add new smart functions to existing services which would make the communication
more effective and helpful for users. The aim is to provide smart functions via
distributed IT systems which should provide a secure distributed paradigm to achieve
confidentiality and access to resources. Such infrastructure should further provide a
smart negotiating system for parameterization and independent handling of access
requests to achieve rapid reaction. By fulfilling the above stated goals a pervasive and
trusted communication infrastructure satisfying the requirements of crisis
management authorities and ready for immediate application could be introduced.

This article presents the requirements, design and architecture of a distributed
agent platform as a core part of this communication infrastructure and describes how
this infrastructure is used to monitor and manage distributed network of specialized
router devices called multi-bearer routers.

2 Existing Agent-based Platforms For Crisis Management

Mobile agents provide a distributed computing-based paradigm for code mobility that
has already demonstrated high effectiveness and efficiency in IP-based highly

* This work is supported by projects SeCriCom FP7-218123, project ITMS: 26240220029,
project ITMS: 26240220060, VEGA No. 2/0211/09.
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Abstract. We have performed several experiments with applying data
mining techniques to a set of carefully chosen meteorological and hydro-
logical scenarios. These experiments are part of the FP7 project AD-
MIRE, and additionally to serve as an experimental platform for me-
teorologists and hydrologists, we have used them as a testing platform
for a suite of advanced data integration and data mining (DMI) tools,
developed within this project. The idea of the project ADMIRE is to
develop an advanced DMI platform accessible even to users who are not
familiar with data mining techniques. To this end, we have designed a
novel DMI architecture, supported by a set of software tools, managed
by DMI process descriptions written in a specialized high-level DMI lan-
guage called DISPEL, and controlled via several different user interfaces,
each performing different set of tasks and targeting different user group.

Keywords: Data mining, data integration, environmental data man-
agement

1 Introduction

Environmental risk management research is an established part of the Earth
sciences domain, already known for using powerful computational resources to
model physical phenomena in the atmosphere, oceans and rivers [5]. In this chap-
ter we explore how the data-intensive processes mentioned above can be applied
to benefit the experts who produce daily weather predictions, as well as rarely
needed, but crucial and often time-critical risk assessments for emerging environ-
mentally significant events. We illustrate the possibilities on a simple scenario
from the hydro-meteorological domain, and then describe how this scenario ex-
tends to provide meteorologists and hydrologists with new data and insights
currently not routinely available. These examples illustrate the complexity of
working with real data from multiple sources and lead to a series of “lessons
learned” at the end of the chapter.

* This work is supported by projects DMM VMSP-P-0048-09, Projekt ITMS:
26240220029, SMART II ITMS: 26240120029, VEGA No. 2/0211/09.
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Abstract This article shows how simulations of human behaviour can benefit
from the use of high-performance parallel infrastructures. We start with a brief
overview of human behaviour modelling and Data Farming experiments in the
context of the EDA project A-0938-RT-GC EUSAS. We then proceed to analyse
structural adaptations required for exploiting parallel infrastructures, and finally
conclude with an outline of various physical realisations permitted by our generic
and flexible parallelization approach.

1. Introduction

Human Behaviour Modelling (HBM) is an important area of computational sci-
ence with implications not only for social sciences, but also for economics, epide-
miology and other fields. We encountered HBM in the EDA project A-0938-RT-
GC EUSAS, which is financed by 20 nations under the Joint Investment Program
Force Protection of the EDA and focuses on asymmetric security threats in urban
terrain and aims at combining mission analysis with virtual training of security
forces in a highly realistic 3-D cyber environment [1]. This goal is to be achieved
by a detailed modelling and simulations of the behaviour of individuals and crowds
on the basis of latest findings deriving from psychology, relying on the PECS ref-
erence model.

The acronym “PECS” stands for Physical conditions, Emotional state, Cognitive
capabilities and Social status [2]. According to [3], “PECS is a multi-purpose refer-
ence model for the simulation of human behaviour in a social environment,” with
emphasis on the “emergent behaviour... typical of the formation of groups and so-
cieties.” The context for this model is provided by the so-called “agent world,”
which comprises three kinds of entities: the environment, the connector and the
agents. Put briefly, the agents communicate through the connector and interact in
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Abstract. In this paper we describe Enron email corpus in graph/network data
format. Nodes of the graph are emails connected with named entities (NE)
extracted from text like people, email addresses, telephone numbers. Edges are
links between NE representing concurrence in same email part, paragraph,
sentence or composite NE. Enron Graph corpus contains a few millions of
nodes and it is quite large corpus for experimenting with various graph
querying techniques like graph traversing or spread of activation on graph. The
idea is to make this data available for future experiments.

Keywords: graph corpus, email, experimentation, graph querying.

1 Introduction

Graph data and graph databases are becoming quite popular nhowadays. Emerging
semantic web and its LinkedDatia in its bases another type of graph representation
build on triples — typed edges — instead of nodes and edges model. Social networks
present in social network sites or in telecommunication operator databases are also
important source of graph data which need to be processed and queried. The need of
graph data processing and querying is growing, but so far scalable solutions, public
graph corpuses or common benchmarking for graph querying is not so much present.

In this paper we would like to describe another source of graph data created from
email communication, namely from well known Enron email corga$ Email
communication analysis allows the extraction of social networks with links to people,
organizations, locations, topics or time. Social Networks included in email archives
are becoming increasingly valuable assets in organizations, enterprises and
communities, though to date they have been little explored. We believe that email
communication and its links to other organizational resources can be valuable source
of information and knowledge for knowledge management or business intelligence.

L http:/Ninkeddata.org/
2 http://www.cs.cmu.edu/~enron/
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Abstract. Standardy pre pristupnost’ aplikcii verejnej spravy st definované
v dokumente Vynos Ministerstva financii Slovenskej republiky z 8. septembra
2008 ¢. MF/013261/2008-132 o standardoch pre informacné systémy verejnej
spravy. Kazdym rokom k tomuto vynosu vychadzaji metodické pokyny, ktoré
upresiiuju a podrobnejsie popisuju Standardy definované vo vynose.

V ramci projektu ,,Priemyselny vyskum v oblasti efektivnej prace s rozsiahlymi
datami v pouzivatel'sky orientovanych aplikaciach® sme sa sustredili na Stan-
dardy tykajiice sa ergonémie a pouZitelnosti webovych stranok. Standardy je
mozné rozdelit’ na zaklade réznych kritérii na viacero skupin. Niektoré je moz-
né otestovat’ vizualne z webovej stranky, iné je potrebné overit’ kontrolou zdro-
jového kodu.

Skutoénost,, &i aplikacie splitaju §tandardy sme overovali dvoma zékladnymi
sposobmi. Pomocou vhodne zvolenych automatickych nastrojov, druhy sposob
kontroly realizovali priamo technicky zdatni odbornici. V niektorych pripadoch
boli oba spdsoby a vysledky navzajom porovnané.

Na testovanie boli vybrané webové projekty urcené pre Siroké pouzitie, napri-
klad portal www.portal.gov.sk. V ramci kazdého portalu boli uréené konkrétne
stranky, ktoré boli podrobené testovaniu. Typovo boli vybrané stranky, ktoré sa
vyskytuja vo vicsine internetovych aplikacii (napriklad prihlasenie/registracia).

Kritériom vyberu odbornikov, ktori realizovali druhy spdsob testovania bola
znalost HTML kodu, skiisenosti s tvorbou webovych stranok, schopnost’ &itat’
a analyzovat’ zdrojovy kod webovych aplikécii. Standardy boli rozdelené do
oblasti, zoradené do prehl'adnych formularov, do ktorych boli po pretestovani
zapisované vysledky. Na zaklade ziskanych informacii budd formulované od-
porucania pre tvorbu webovych aplikécii urenych nielen pre verejni spravu.

Uvod

Testovanie Standardov webovych aplikécii pre verejnu spravu bolo realizované
v rdmci projektu Priemyselny vyskum v oblasti efektivnej prace s rozsiahlymi datami
v pouzivatel'sky orientovanych aplikaciach (ITMS 26240220029), aktivita 2.1. Vy-
skum v oblasti skvalitnenia prace v réznymi formatmi udajov. Hlavnym zadmerom
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Abstract. Testovanie pouzitel'nosti webovych stranok by malo byt sucastou
procesu tvorby webovych aplikacii uréenych pre frekventované pouzitie.
V ramci jednej s aktivit projektu ,,Priemyselny vyskum v oblasti efektivnej pra-
ce s rozsiahlymi datami v pouzivatel'sky orientovanych aplikaciach sme sa za-
oberali testovanirvn vybranych webovych rieSeni uréenych pre pouzitie v oblasti
verejnej spravy. Specifika tejto oblasti sme zohl'adnili pri ndvrhu metodiky vy-
uzitej pri testovani vybranych aplikacii.
Navrhnutd metodika mala nasledovné vlastnosti:
e  Testovanie pouzivatelmi z r6znych vekovych skupin, socialnych skupin
s rOznou uroviou skusenosti s pracou s pocitacom
e  Neanonymné testovanie za pritomnosti koordinatora testovania
e  Samostatna praca s aplikaciou pri poc€itaci (plnenie jednoduchych uloh
v aplikacii)
e  Asistovana praca s aplikaciou pri pocitaci (plnenie jednoduchych uloh
v aplikacii)
e  Vyplnenie dotaznika s otdzkami k praktickej asti testovania

Boli vytvorené testovacie postupy, formulare s otdzkami, urcené oblasti testo-
vania, spolocné znaky testovanych aplikacii, ktoré sa skumali (napriklad regis-
tracia pouzivatela), definované skupiny pouzivatelov rozdelené podla veku,
socialneho zaradenia, podl'a skusenosti s pouzivanim internetu a pocitacov.
Vysledkom testovania su vyplnené dotazniky, ktoré budu nasledne analyzované
a vyhodnotené. Na zaklade vyhodnotenia bude mozné formulovat odportcania
pre podobné typy testovania, aj pre vyvoj webovych aplikacii uréenych nielen
pre verejnd spravu.

Uvod

Projektova aktivita 2.1. Vyskum v oblasti skvalitnenia prace v réznymi formatmi
udajov je zamerana na vyskum moznosti zlepSenia pristupnosti softvérovych produk-
tov pre pouzivatelov z pohladu pouzivatel'skej efektivity a jednoduchosti prace
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Abstract. In this paper, we describe our work in progress in the scope of
information extraction and information retrieval utilizing distributed computing.
Large Internet resources cannot be crawled by one computer, we need to use a
cluster of computers. In our approach we are using MapReduce paradigm to
fulfill the demand of crawling large Internet resources. Other thing we want to
address in our paper is the semantic search. If we want to do a semantic search
we also need to address the information extraction/retrieval and semantic
analysis.

Keywords: distributed web crawling, information extraction, information
retrieval, semantic search

1 Introduction

Building a robust web-scale search service cover plenty of problems.
All these problems result from the fact that the Web content is very
diverse. There are many heterogeneous sources of information in
different languages and there are also many different formats of
information representation. According to W3C surveys, there are about
65.5% of top 1 million websites using XHTML markup language,
while the rest is using HTML. The trend of XHTML usage is slightly
growing, but the semantic standards like RDF, GRDDL, RDFa,
SPARQL, OWL, RIF or SKOS are used sporadically in XHTML
documents. Therefore general solutions cannot be applied. We need to
do information extraction and semantic analysis of the crawled data to
allow “intelligent searching” over this data. Another aspect of a robust
web-scale search service is the scalability, which can be fulfilled by
distributed architecture. [2]
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Abstract. This tutorial will guide participant through various sections which
provide an understanding about cloud computing from definitions to
classification as well as its actors and roles. Furthermore, it also will give a
short description about cloud techniques, together with analyses. And at the
last, let’s take the view of a few existing cloud systems and problem of
developing and deploying appliances/services in cloud environment.

1 Introduction to Cloud Computing

The term of cloud computing may not be strange to scientific communities as well
industry nowadays, as it grows very fast in the last five years with the support of
infrastructures over network. Users’ computer and companies have gradually changed
their habit ways of using computational resources to develop and maintain their own
data. A simple example, at present, data can be stored and managed in a personal
computer or maybe in a centralized third party provider, which already have all the
resources what users want and on their demands when they need. The development of
cloud computing is sooner or later a trend when John McCarthy? opined in 1960 that
“computation may someday be organized as a public utility”. The term “cloud” has
begun to come into commercial use in the early 1990s and up to today. Currently,
there are a lot of cloud computing definitions. In the most general way, cloud
Computing can be defined as follows:

“A standardized IT capability (services, software, or infrastructure) delivered via
the Internet in a pay-per-use and self-service way”. [1]

Conceptually, user acquire computing platform or IT infrastructures from
computing clouds and then run their applications inside. Therefore, users thus can on-
demand subscribe to their computing infrastructures with requirements of hardware
configuration, software installation and data access demands.

The cloud computing distinguishes itself from other computing paradigms, like
Grid computing, Global computing, Internet Computing in the following aspects:
user-centric interfaces, on demand service, QoS guaranteed offer, autonomous system
organization, scalability and flexible services. On the economic front, there are

2 John McCarthy (computer scientist) who received the Turing Awards in 1971 for his major
contributions to the field of Artificial Intelligence (Al)
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